**Introduction**

Basic QA System is a system to answer a question given in a test json file. The system contains 3 main parts, which are sentence retrieval, entity extraction and answer ranking. The report will first introduce methods the authors use to build Basic QA System, following by error analysis. Then, the report will introduce a new system called Dsc QA system as an improvement over Basic QA System. Error analysis of the new system will also be included.

**Basic QA System**

**Sentence Retrieval:**

The idea of this part is to get a sentence in an article which has the most similarity score to the question. TF\*IDF is used to achieve this. Sklearn package is used.

**Entity Extraction:**

The idea of this part is to identify entity for words in a sentence so that it can be used to determine which part of the sentence should be the answer to the question. Stanford NER package is used to identify the tag. The tags are PERSON, LOCATION, NUMBER, and OTHER. The label of the tag NUMBER has been ensured to assign to number.

**Answer Ranking:**

The idea of this part is to get part of the sentence as an answer. Rule-based classifier is selected. The rule is defined as follow.

1. Question type must be determined.

* Question structure must be determined.
  + WH word structure (e.g. ‘Where is the museum dedicated to Berliner located?’)
  + WH word with words behind structure (e.g. ‘What technology is used by night-vision devices?’)
  + Non WH word (e.g. ‘Did the FBI target MLK?’)
* Based on the structure, question type, lookup word, and focus word can be determined. Question type can be identify from WH word if the WH words are not what, which, or how; otherwise, the question type will be regarded as OTHER. Focus word is the word that follow WH word. Examples are as below.
  + Where is the museum dedicated to Berliner located?
    - Question type: LOCATION, Focus word: Berliner, museum, locate
  + What technology is used by night-vision devices?
    - Question type: OTHER, Focus word: technology night-vision, device
  + Did the FBI target MLK?
    - Question type: OTHER, Focus word: FBI, target, MLK

1. Question type and focus word will be used to determined which part of the sentence should be the answer.

* If the question type is not OTHER, the same entity words in the sentence, including every word with NN as part of speech (POS) in the sentence, excluding words in focus words in the question, are selected and put in X list.
* If the question type is OTHER, every word with NN as POS in the sentence, excluding words in focus words in the question, are selected and put in X list.

1. Each word in X list is scored by the distance to the focus words and the least-scored word in the list is selected as the part of answer (K).
2. POS of K is used to construct a noun phase for the complete answer. (e.g. One of the grammars is NP = NP NNP , NP = NNP NNP, NP = NP IN CD. If K is Act which is NNP, ‘Guam(NNP) Organic(NNP) Act(NNP) of(IN) 1950(CD)’ can be constructed.

**Basic QA System’s error analysis**

Errors from the basic QA system are the results that are not the same as the answers in the training set. Errors are found to be from each part of the basic QA system.

Errors on sentence retrieval:

Error: Retrieved sentences does not contain the correct answers. Sometimes, the sentences cannot be retrieved. Based on the training data, 65% of the total retrieved sentences contains correct answers. Moreover, TF-idf is time consuming.

Possible reason: TF-idf cannot get correct sentences since the questions may be completely different from the article. For example, when the question ‘who was the runner up’ is queried against the article, there is no sentence retrieved from the article because there is no ‘runner’ in the article.

Potential improvement: The improvement can be done by changing algorithm. The new algorithm includes BM25 combining language model and word semantic similarity. This method should outperform TF-idf in terms of time consumption and precision.

Errors on entity retrieval:

Error: Stanford NER gives wrong entity to a word. For example, ‘1980’ should be recognised as NUMBER but it is recognised as OTHER. Another example is ‘0.9–14’. The entity should be NUMBER; however, the entity is recognised by Stanford NER as OTHER. Another example is ‘Christian Dior’. The entity should be ORGANIZATION; however, the recognised entity is PERSON.

Possible reason: Stanford NER alone cannot correctly recognises the entity.

Potential improvement: Stanford NER entity recognition can be improved by rule. The rule is created by human looking through the entity. This way is inefficient and time-consuming.

Errors on Answer ranking:

Since the rule selects only one word that should be a part of the answer and construct complete answer, there are 2 errors that may occur.

Error: The word is not in the answer.

Possible reason: There is no semantic structure considered; therefore, the closest word to the focus words is selected.

Potential improvement: Word2Vec can be used to determine which word is closest to the question and change the focus words to the word then reconsider the answer word.

Error: The word is in the answer but the construction of the answer is wrong.

Possible reason: There is no rule to construct the answer.

Potential improvement: The rule can be added by more human observation.